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Common Movement Prediction using
Polynomial Regression
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Abstract.  This  paper describes an  algorithm  for
geographical coordinates processing using polynomial
regression to calculate the common behavior of a
movement. The primary advantage of this algorithm is
having a map of trajectories in any region. We have used
Python programming language together with scikit-learn
and matplotlib libraries for machine learning and
visualization. In the end we try to predict several steps of
the movement of all objects on the map.

This work is the result of Master Thesis research.

Keywords—Movement Behavior; Movement Prediction;
Trajectory; Machine Learning; Polynomial Regression

1. INTRODUCTION

Understanding animals’ movement behavior may be crucial
when studying spatial population processes. It is of no doubt that
predicting animal behavior may help animal population and
sometimes save human’s lives (when dealing with roads).
Among those who are interested in such rescarch are the
s, who investigate the impact of vehicular traffic on the
d distribution of animals. There are different
with movement data - State-space
aches to combine trajectories into
tried before, and other.

y based on point data. Progress in
devices allow collecting large
pjectories, such as traffic data,
movement data. For

trajectories, the most
ane are detected by
‘Then the first and
eir life time is used. [2]

ed statistical
er events and
n was to be able to
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data graphics to transmit complex data associations 1s well
understood by the visualization community. [3]

Interest in processing such data is growing strongly in recent
times. A typical task for data analysis is to find objects that
moved the same way. Therefore, an effective clustering
algorithm is necessary for the analysis of such problems. The
work on the development of clustering algorithms for
streaming and online settings is actively used at this time. [4]

Previously we have considered a "split-and-group"” approach
for clustering trajectories, that divides the trajectory into a set
of line segments, and then groups similar segments into a
single cluster. That algorithm was relatively slow and
sophisticated.

At the moment, there is a new algorithm for cluster analysis that
does not explicitly create clustering of the data set; but instead
creates an extended database ordering that represents its density-
based clustering structure. [5-6] This clustering contains
information that is equivalent to clusters based on density,
corresponding to a wide range of parameters. This is the
universal basis for automatic and interactive cluster analysis.

This time we decided to use standard machine learning
techniques, such as polynomial regression, to process our data
for finding the common movement behavior of observed

objects.

Scikit-learn is a well-known software module. The Python
language, which contains a wide variety of various algorithms
machine learning, allowing to solve the most non-standard
applied tasks. This module is intended, first of all, for people,
who are not specialists in the field of data analysis and machine
training, as evidenced by the relative simplicity of "talking"
names of all the structural elements of the module, the
convenience of using them in aggregates, as well as their
combinations with elements (objects and methods) of other
Python program modules. [7]

II. LITERATURE REVIEW

Trgjectory analysis aroused great interest, including
trajectories (migrating) animals, hurricane paths, and from an
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The IEEE 12th International Conference on Application of Information and Communication Technologies / AICT 2018

indexation point of view. The latter studied indexing, but not
t!lc detection of the pattern; among the first, attention was
focused on clustering and distance functions on trajectories. In
[8] they seck to identify so-called templates for identifying
anomalies and helping the taxi operating system with the
ultimate goals of fuel maximization, efficiency and passenger
satisfaction. Disclosure of the rules governing collective taxi
actions 1s a difficult task due to the many factors that influence
a person's decision to take a specific action. In this paper,
10,000 trajectories generated by anonymous taxi drivers are
used to measure social and economic activity. Given the set of
GPS coordinates for each taxi, every few minutes and its

status ("full" or "empty") reveals a general trend towards a
taxi.

Another important drawback of the current forecasting
methods 1s the fact that most of these methods do not use
historical data. Such methods are considered obsolete and not
suitable for forecasting the location on the Internet due to the
long processing time and computational cost of these methods.
In [9] a probabilistic model of the unknown position of a
moving object is constructed on the basis of historical data
collected from other objects moving in the same arca. Thus,
frequent trajectories of objects representing popular traffic
routes are detected, and then on frequent trajectories of
movements, regulations. To predict the location of a moving
object for which only a part of the motion history is known,
the history of the movement of the object from the motion
rules database is evaluated to find possible locations of an
object.

When clustering of continuously moving objects, it is
comder not only the current movements but also
ements. As it is noted in [10], it is also
hanges in clustering structure, and they
ain data bubbles incrementally.

IMIC APPROACH

ed on the results of Jae-Gil Lee
drawing. The figure in [8]
al behavior indicated a thick

- mg these trajectories as
. since directions vary
is suggested to break
d then group similar
general trajectory

1in ' particular case of
ter and the radius of a

end, we come up with the spht data for smalier parts of
trajectories that would be feed to a machine learning model.

During data preprocessing we convert single points into tiny
lines that represent trajectories, where the length of the line
corresponds to object’s speed. Next, we add extra columns for
building polynomials.

We are given coordinates of each object at each time moment,
so the input table looks as follows:

1. Objectid

2. Time (integer field, autoincrement)

3. X coordinate

4. Y coordinate

The picture below (Fig. 1) shows us a simple visualization of
each object’s trajectory.

{
w00 4

Figure | Input data e arate ohects 1

As mentioned before, we add extra columns for data movement
and polynomials, so after preprocessing we have the following

additional fields:
1. Nextx (nx): x coordinate at next moment

2. Nexty (ny): y coordinate at next moment
3. dx:delaX=nx - x
4. dy; delta Y=ny ="y

dx = {}; dy = []; nx = {1, ny
index, point in df.iterrow
next_point = df[(df

df.time
it (next_point
next_point=next_point.il
dx.append(next_point|
dy.append(next_point(
nx.append(next_point|
ny.append next_point|

st

dx . append(
dy.append(2)
nx.append{point| 1
ny.append(point| 1
daf["nx"] = nx; df{"ny"] = ny; df[ ] = dx; df["dy"] = dy

We may observe the splitting of each step on Fig. 3.

17-19 Oct. 2018, Almaty, Kazakhstan



So, the data 1s almost ready for feeding to a lincar regression
model of scikit-learn, the last step is to add polynomial fields
and run the learning process.

Regression model should return two fields: x and y. Our
attempts to combine these two ficlds failed, so we have split our
learning process into two parts:

1. lin_x = LinearRegression()

2. lin y = LinearRegression()

3. lin__x.fit(df[{"x","y","x2","y2",
llxy'l] ] ’df [ lldxll] )

R (AL [ ["x", "y, 2 g2 1y
"xy"] ] 'df["dy"] )

that for our case gave us the following coefficients:

n x: [0.05523343, 0.05208924,
00024617, -0.00024446, 0.00044677)
[0.08220028, 0.11533574,

B035998, -0.00032135, 0.0004776 )

\t to observe that all model is decreased to th
together with two intercepts (12 total). Wh
large amount of historical data, the latter can
resented by these numbers.

mmon behavior movement by
hat show the common behavior of
region. Since we have
line segments, we did not
Ids to our linear regression
mon behavior in each point

ssion model learned the
regions with missing data
here was no data at all it is

ovement behavior
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Figure 4. The results of polynomial regression

we have filled the lower region of our map, we decided to see
what happens if that object stays for longer time (20 steps) atone
point (680,240) and then slowly moves forward.
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We can observe much shorter lines, as the common speed went
down. Also, we can see that the arrows at the position of a new
trajectory point in the correct direction. Even at the top-left
corner, arrows do not look that inverted any more.

V. MOVEMENT PREDICTION

Our next goal is to predict the movement of all objects once we
have our model fit. In order to do so, we need to capture each
object (currently we have 11) and make prediction step by step
remembering the last coordinate (Fig. 6). Once we fixed the last
positions of each object on a map, we try to simulate the steps,
adding the predicted dx and dy values. On Fig. 7, we can
clearly see that the prediction follows the common behavior of
all objects.

V1. WHY THIS APPROACH?

Why is that important to predict the movement based on
common behavior?

150 17-19 Oct. 2018, Almaty, Kazakhstan
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Assume we have an animal that has submitted only 10 to 20
pomts. This data would not be sufficient for machine learning
algorithms to predict its future behavior. But if we have the
common behavior of all animals, that becomes more feasible -
our model projects that behavior to a single animal for
prediction.

objects = {}
index, point in df.iterrows()
point. ect not in objects or
objects[point.object]["time" ]<point.time:
objects[point.object] = {

point.x,
point.y,
point.time,

Also. 1f the common behavior is repetitive by days, one could
try collect data for one year and try our model for simplifying
daily data down to 12 float numbers (5 for x, 5 for y coordinates,
two intercepts). Given simplified model, it may be possible to
make predictions of common behavior by days. That may be
animal movement behavior by days, though hurricane
movement would be much more difficult to predict. This
approach would not work on urban traffic or any other kind of
complex data, since it is absolutely impossible to describe cars
movement using a polynomial.

4

'CLUSION

model gave us better results than
ure algorithmic approach. Though
with more complex behavior,
models, like Random Forest
increasing the degree of the

- when we need to predict
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So, our solution for these data turned out to be not on!y simple,
but also compact. As a result, we got a general direction of the
movement of objects (animals).
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